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a b s t r a c t

This study characterizes the hydrodynamics of an industrial scale lift engager which circulates the cat-
alyst between the reactor and regenerator sections of a continuous catalytic reformer in an oil refinery.
The flow of Geldart D particles in this unit was simulated using a granular Eulerian model. Before study-
ing the influence of the operating parameters, the effect of several model parameters such as the drag
and the frictional pressure models on the predictions was carried out. Whilst all of the drag models
investigated in this study (Gidaspow and Syamlal–O’Brien models) gave qualitatively similar results, the
choice of the frictional pressure model affected the simulation results in a rather astounding manner. The
KTGF based frictional pressure model gave inconsistent results as both catalyst velocity and its volume
fraction increased along the lift line. However, the Johnson and Jackson model overcame this drawback.
rictional pressure Interestingly, both KTGF based and Johnson and Jackson models gave similar results for the flow inside a
simple riser. Therefore, it can be concluded that for complex flow domains having both dilute and dense
phase flows, the most widely used KTGF model may not be appropriate and Johnson and Jackson model
should be used instead. After optimizing the selection of model parameters, simulations were conducted
to study the effect of the lift gas velocity. It was observed that a lower lift gas velocity leads to large-scale
fluctuations in the outlet mass flow rate. The simulation results were also compared with the previously

iser fl
reported studies on the r

. Introduction

Catalytic reforming is a process of great interest to petroleum
efinery and petrochemical industry for the production of aromatic
ompounds which are raw materials for several petrochemical
roducts and gasoline additives. Typically, the reforming units are
f two types; semi-regenerative reforming (SSR) unit (older) and
ontinuous catalyst regeneration reforming (CCR) (newer) unit,
hich is characterized by an in-situ regeneration of the cata-

yst.
A schematic diagram of a lift engager and catalyst circulation

ircuit of CCR is shown in Fig. 1. The lift engagers (LE1 and LE2)
hown in Fig. 1 hold, fluidize and transport the catalyst between
he reaction and regeneration zones of the CCR. Typically, the recy-
led hydrocarbon gas and hydrogen are used as the lifting fluid.
he spent catalyst flows from the bottom of the last stacked reactor
ed through a lock hopper to a lift engager. The circulating lift gas

nters through two inlets, namely, primary and secondary inlets
nd lifts the catalyst through a lift pipe to a disengaging hopper
ocated above the regeneration tower. The catalyst is then fed to
he regeneration tower from the bottom of the disengaging hopper.

∗ Corresponding author. Tel.: +61 8 9266 4687; fax: +61 8 9266 2681.
E-mail address: v.pareek@curtin.edu.au (V.K. Pareek).
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ow with a reasonable qualitative agreement.
© 2010 Elsevier B.V. All rights reserved.

The regenerated catalyst follows a similar circuit and is transported
to the reactor through another lift engager situated at the bottom
of the regenerator. A typical lift engager is a cylindrical vessel with
two concentric pipes, a catalyst inlet dip and a secondary gas inlet
line (see inset Fig. 1). The lift gas enters as two separate gas streams
called the primary and secondary gas streams. The primary gas
enters from the annular space between the two concentric pipes
and the secondary gas enters separately from a side inlet. The sec-
ondary gas travels over a flow restricting baffle to the main body
of the lift engager. The lifted catalyst is discharged through the
extended centre pipe called the lift line.

One of the key aspects of the CCR is the catalyst circulation
between the reactor and regenerator. It is important to maintain
a sufficient rate of circulations as inefficient catalyst circulations
may lead to retardation of reforming reaction rate. Generally, to
compensate for the reduced reaction rate, make up catalyst must
be added which affects the economy of the whole plant. The catalyst
circulation is controlled by the lift engagers situated at the bottom
of the reactor and regenerator. The efficiency of the lift engager in
terms of catalyst lift rate depends on various operating and design

parameters such as the lift gas velocity, lift line gap and catalyst
feed rate. The hydrodynamics of the gas solid flow plays an impor-
tant role in governing the performance of the lift engager. Higher
gas velocities in the lift line can result in excessive catalyst attrition,
whereas low gas velocities can produce an unstable lifting. In this

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:v.pareek@curtin.edu.au
dx.doi.org/10.1016/j.cej.2010.01.055
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Nomenclature

d solid diameter (m)
ess coefficient of restitution
Fr empirical material constant (kg m2 s−2)
g gravitational acceleration (m s−2)
go,ss radial distribution function
I unit stress tensor
I2D second invariant of the deviatoric stress tensor
K momentum exchange coefficient (dimensionless)
n empirical material constant in frictional pressure

model
p empirical material constant in frictional pressure

model
p pressure (kg m−1 s−2)
Ps solids pressure (kg m−1 s−2)
Pf frictional pressure (kg m−1 s−2)
Res particle Reynolds number
t time (s)
v velocity (m s−1)
Vr,s ratio of the terminal velocity of multiparticle system

to that of an isolated particle
Z* dimensionless height of the lift line

Greek letters
˛ volume fraction
� density (kg m−3)
� stress tensor (kg m−1 s−2)
�g gas viscosity (kg m−1 s−1)
�s solid viscosity (kg m−1 s−1)
�s solid bulk viscosity (kg m−1 s−1)
�s granular temperature (m2 s−2)
� angle of internal friction

Subscripts
Col collisional
kin kinetic
fri frictional
f frictional
max maximum
min minimum
g gas phase
s solid phase

Abbreviation
CCR Continuous catalytic reforming
CFD Computational fluid dynamics
DEM Discrete element model
KTGF Kinetic theory of granular flows
LE Lift engager
QUICK Quadratic upstream interpolation for convective

kinetics

s
u

2

b
fl
G

SIMPLE Semi-implicit method for pressure-linked equa-
tions

tudy, the hydrodynamics of a lift engager has been characterized
sing a granular Eulerian–Eulerian model.

. Hydrodynamic modelling of gas–solid flows
Recently, computational fluid dynamics (CFD) simulations have
een extensively used to study the hydrodynamics of gas–solid
ows (Huilin et al. [1], Utikar and Ranade [2], Sarkar et al. [3] and
eng et al. [4]). The classification, structure and applicability of
g Journal 159 (2010) 138–148 139

these CFD models have been discussed in detail by Van der Hoef
et al. [5] and van Wachem et al. [6]. Based on the treatment of the
solid phase, the CFD models can be primarily divided into two cate-
gories, namely, the Eulerian–Lagrangian and the Eulerian–Eulerian
approaches. In the Eulerian–Lagrangian approach, the gas phase is
continuous and the solid phase is represented as a collection of dis-
crete particles that obey the second law of Newton. The accuracy of
simulation in the Eulerian–Lagrangian model is dependent on the
number of particles tracked, which in turn is dependent on the com-
putational resources employed. Therefore, for realistic industrial
scale simulations, this approach is computationally intensive. In the
Eulerian–Eulerian model, both the solid and gas phases are repre-
sented as continuous and interpenetrating. This representation is
computationally less intensive and is well suited for modelling of
industrial scale flows [7].

In the Eulerian–Eulerian model, basic transport equations in
terms of mass and momentum conservation are written for each
phase using an averaging. Enwald et al. [8] have discussed various
averaging techniques for the formulation of the two-fluid model
equations. The ensemble averaging of local instantaneous balances
for each phase is used in formulating the averaged governing equa-
tions that are used in the CFD code such as FLUENT (Fluent 2008).
For each phase, the continuity and momentum balance equations
are written.

2.1. Continuity equation

The continuity equation for the gas may be written as:

∂

∂t
(˛g�g) + ∇ · (˛g�g�vg) = 0 (1)

and that for the solid as:

∂

∂t
(˛s�s) + ∇ · (˛s�s�vs) = 0 (2)

The continuity equation represents the mass of balance for a phase
and is solved for each of the primary phases. Additionally, the
constraint on the volume fractions prescribes the sum of volume
fraction of each phase should be equal to one.

2.2. Momentum conservation equation

The conservation of momentum for the gas and the solid phase
is given by Eqs. (3) and (4) respectively:

∂

∂t
(˛g�g�vg) + ∇ · (˛g�g�vg�vg)

= −˛g∇p − ∇ · (�g) + ˛g�g �g + Ksg(�vg − �vs) (3)

∂

∂t
(˛s�s�vs) + ∇ · (˛s�s�vs�vs)

= −˛s∇p − ∇ps − ∇ · (�s) + ˛s�s�g + Kgs(�vg − �vs) (4)

The momentum exchange between the two phases is based on the
value of the fluid solid exchange coefficient Kgs (=Ksg).

2.3. Interphase exchange coefficient

A number of interphase exchange coefficient functions (drag
models) are available in the literature for specific multiphase
flow regimes. Drag models based on the pressure drop measure-

ment, bed expansion studies and numerical experiment have been
reported in the literature [9]. Two of the most commonly used drag
models for gas solid flows are that of Syamlal and O’Brien [10] and
Gidaspow et al. [11]. These are applicable to a wide range of particle
Reynolds numbers and flow conditions.
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Fig. 1. Schematic diagram of catalyst

The Gidaspow drag model [11] is a combination of the Ergun
quation [12] (which is based on the pressure drop in packed bed)
nd the Wen–Yu equation [13] (which is based on the settling of
olids in liquid). For the voidage less than 0.8, the Ergun equation
s applied and for the voidage greater than or equal to 0.8, Wen–Yu
quation is applied. A step change in drag value is realised at the
rossover. Eqs. (5)–(8) describe this model:

gs = 150
˛2

s �g

(1 − ˛s)d2
s

+ 1.75
�g˛s|�vg − �vs|

ds
,

if ˛g < 0.8 (Ergun [12]) (5)

gs = 3
4

CD

�g˛s(1 − ˛s)
∣∣�vg − �vs

∣∣
ds

(1 − ˛s)
−2.65,

if ˛g ≥ 0.8 (Wen and Yu [13]) (6)

CD = 24
˛g Res

[1 + 0.15(˛g Res)
0.687], if Res < 1000

= 0.44, if Res ≥ 1000
(7)

es =
ds�g

∣∣�vg − �vs

∣∣
�g

(8)

he Syamlal and O’Brian drag model [10] (Eqs. (9)–(12)) is based on
he velocity–voidage correlations derived using sedimentation and

uidization experiments of Richardson and Zaki [14] and Garside
nd Al-Dibouni [15] respectively. The drag compares well with the
rgun equation in the void fraction range of 0.5–0.6 and it correctly
educes to a single particle drag coefficient when the void fraction
ecomes one. The model provides for adjustable factors that can
lation circuit in CCR and lift engager.

be tuned to match the minimum fluidization velocity for the solid
particles in question. The following are the equations describing
this model:

Kgs = 3
4

CD
˛s(1 − ˛s)�g

v2
r,sds

(
Res

vr,s

)∣∣�vg − �vs

∣∣ (9)

CD =
(

0.63 + 4.8

√
vr,s

Res

)2

(10)

vr,s = 1
2

[
A − 0.06Res +

√
(0.06Res)

2 + 0.12Res(2B − A) + A2
]

(11)

A = (1 − ˛s)
4.14

B = 0.827(1 − ˛s)
1.28 if ˛s ≥ 0.15

= (1 − ˛s)
2.44 if ˛s < 0.15

(12)

The drag coefficient (CD) mainly depends on the voidage (˛s), par-
ticle diameter (ds), the difference between fluid and solid phase
velocities (vg − vs) and particle Reynolds number (Res).

2.4. Phase stress–strain tensors

The stress strain tensors for gas and solid phase are given by Eqs.
(13) and (14) respectively:

¯̄�g = �g(∇�vg + ∇�vT
g ) +

(
�g − 2

3
�g

)
∇�vg

¯̄I (13)
˛s�s = −PsI + �s˛s(∇−→v s + ∇−→v T
s ) +

(
�s − 2

3
�s

)
∇−→v sI (14)

The solid phase stress tensor has additional terms arising from the
continuum assumption of the discrete granular phase. The solid
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using the SIMPLE algorithm. The turbulence in gas phase was mod-
elled using the standard k–ε approach. A set of closure equations
for the Eulerian–Eulerian model used in the current study are
described in the previous section and also summarized in Table 1.
The lift gas (a mixture of hydrocarbons) and catalyst were used as

Table 1
CFD simulation parameters used in this study.

Phase properties

Gas phase (hydrocarbon gas)
Density 0.889 kg m−3

Viscosity 1.15 × 10−5 kg m−1 s−1

Solid phase (reforming catalyst)
Bulk density 933 kg m−3

Particle size 1.6 mm

Modelling parameters

Gas phase (Eulerian approach)
Turbulence k–ε model

Solid phase (Eulerian approach)
Shear viscosity Gidaspow et al.
Bulk viscosity Lun et al.
Frictional viscosity Schaeffer
Frictional pressure Johnson and Jackson
Granular temperature Lun et al.
Radial distribution function Lun et al.
Solid pressure Lun et al.
Drag model Gidaspow et al.

Syamlal and O’Brien

Maximum packing limit 0.63
Restitution coefficient 0.9
Angle of internal friction 30◦

Simulation parameters
M.T. Shah et al. / Chemical Engi

hase stresses, are derived by making an analogy between the ran-
om particle motion and the thermal motion of gas molecules; the
inetic theory of granular flows (KTGF). Unlike the gas kinetic the-
ry, the KTGF model accounts for the inelasticity of particle–particle
ollision. The intensity of the particle velocity fluctuations deter-
ines the stresses, viscosity and pressure of the solid phase.

he kinetic energy associated with the particle velocity fluctu-
tions is represented by a granular temperature (�s) which is
roportional to the mean square of the random motion of the
article.

s = 1
3

v2
s (15)

arious correlations have been proposed in the literature for the
olid phase transport closures (equations for solid viscosity, radial
istribution function, solids pressure). A comparative study of these
elations was presented by van Wachem et al. [16] and Ahuja and
atwardhan [17].

The solids pressure (Ps) represents the normal solid phase forces
ue to particle–particle interactions. It is calculated independently
nd used for the pressure gradient term in the phase stress ten-
or. The solids pressure is composed of a kinetic term and a second
erm due to the particle collisions. The solids bulk viscosity (�s) is
he resistance of particle suspension against the compression. For
olids pressure and solid bulk viscosity, there is a general agree-
ent in the literature on the relation proposed by Lun et al. [18].

he solid shear viscosity (�s) (given by Eq. (18)) is made up of the
ollisional, frictional and kinetic parts. All the models for solid shear
iscosity yield practically the same solid shear viscosity at solid vol-
me fraction greater than 0.25. For the lower volume factions, the
odels start deviating from one another [17]. However, there are

o clear guidelines on selecting the solid shear viscosity model.
he Gidaspow model [19] for the solid shear viscosity neglects the
nelastic nature of particle collisions in the kinetic contribution of
he total stress and was used in this study. The frictional viscosity
as calculated using Schaeffer’s model. The model equations used

n the present study are listed below (Eqs. (16)–(21)):

s = ˛s�s�s(1 + 2(1 + ess)˛sgo,ss) (16)

s = 4
3

˛2
s �sdsgo,ss(1 + ess)

√
�

	
(17)

s = �s,col + �s,kin + �s,fri (18)

s,col = 4
5

˛2
s �sdsgo,ss(1 + ess)

√
�

	
(Giaspown model [19]) (19)

s,kin = 10�sds

√
�	

96˛s(1 + ess)go,ss

[
1 + 4

5
˛2

s go,ss(1 + ess)
]2

(Gidaspow model [19]) (20)

s,fri = ps sin �

2
√

I2D

(Schaeffer model [20]) (21)

here ess is the coefficient of restitution, which determines
he degree of elasticity of particle–particle collisions. For typi-
al gas–solid applications, the restitution coefficient has a value
etween 0.7 and 0.95. I2D is the second invariant of the deviatoric
tress tensor and � is an angle of internal friction. Ps is the fric-
ional solid pressure which accounts for the solid pressure in the

rictional regime. The default frictional pressure model which is
ased on the KTGF as well as the model of Johnson and Jackson [21]
as applied in this work. go,ss is the radial distribution function,
hich is a correction factor that modifies the probability of colli-

ions between particles when the granular phase becomes dense.
g Journal 159 (2010) 138–148 141

Comparative studies show only a little difference between various
models for the radial distribution function at different solid volume
fractions. In this work, the model proposed by Lun et al. [18] (Eq.
(22)) was used for the radial distribution function.

Johnson and Jackson [21] frictional pressure model:

pf = Fr
(˛s − ˛s,min)n

(˛s,max − ˛s)
p (22)

where Fr, n and p are empirical material constants and ˛s,min is
the critical value of solid volume fraction when frictional stresses
become important.

Radial distribution function (Lun et al. [18]):

go,ss =
[

1 − ˛s

˛s,max

]−2.5˛s,max

(23)

3. CFD simulation

The Eulerian–Eulerian gas–solid flow model in FLUENT was
used for simulating an industrial scale 3D lift engager which was
meshed using GAMBIT as shown in Fig. 2a. Most of the flow domain
was meshed using structured hexahedral-cooper grid scheme with
unstructured tetrahedral meshing in other parts. Transient CFD
simulations were carried out with a time step of 1 × 10−4 and
approximately 435,000 grid points on a cluster of eight processor
machines. A second order discretisation scheme was used for the
momentum equation and the QUICK scheme was applied to solve
the volume fraction. The pressure–velocity coupling was resolved
Number of mesh volumes 434,966
Average grid size 0.8359 cm3

Time step size 0.0001 s
Discretisation Second order
Pressure–velocity coupling algorithm SIMPLE
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the primary gas immediately changed its direction upwards after
entering the vessel and thus lifting the catalyst in the lift line
although without any interaction with the bulk of solids in the
equipment (Fig. 4c).
ig. 2. (a) Grid design. (b) Initial catalyst accumulation inside the lift engager. (c)
rimary gas = 5 m s−1, secondary gas velocity = 7 m s−1).

he gas and solid phases respectively. Physical properties of both
hases are given in Table 1.

Velocity-inlet boundary conditions were used for all inlets
treams (solid, primary gas and secondary gas inlets). Simulations
ere performed for a constant catalyst flow rate of 0.19 kg s−1 for

arious flow rates for the primary and secondary gases. The operat-
ng pressure was set to 6.3 × 105 kPa. The interaction between the
olids and the wall can be modelled as no-slip, free-slip or boundary
ondition based on the momentum transfer by collisions of parti-
les with the wall [21]. The preliminary computations showed a
ittle sensitivity to the wall boundary conditions for this geometry.
herefore, for all subsequent simulations, the walls were assumed
ith no-slip conditions. Finally, a pressure outlet boundary condi-

ion was applied for the outlet.

. Results and discussion

The initial catalyst bed was patched with packed solids (vol-
me fraction 0.63) up to the entrance of the lift line as shown in
ig. 2b and simulations were commenced in an unsteady manner.
s shown in Fig. 2c, the total catalyst accumulation in the equip-
ent gradually depleted during the course of simulation before

tabilising. It is clear that it took about 15 s or more for the system
o come to a dynamic steady-state in terms of catalyst inventory.
ven after this period the mass flow rate of solids at the outlet con-
inuously fluctuated albeit with much smaller amplitudes with its
ime-averaged value being approximately equal to the inlet mass
ow rate. The unsteady time-averaged statistics for the catalyst
elocity, catalyst volume fraction and the slip velocity, discussed
elow were collected after this initial period (i.e. after 15 s or more).

Initial numerical experiments were carried out to evaluate the
ffect of the grid size by conducting simulations on the lift engager
ith three different grid densities with average cell sizes being
pproximately 1.6914 cm3, 0.8359 cm3 and 0.6010 cm3 (190,000,
35,000 and 530,000 grid points) respectively. Fig. 3 shows the cal-
ulated pressure at the outlet as a function of time. It is clear that
he behaviour for the first coarser grid was substantially different
rom the other two finer grids. Since there was minimal refine-
ge in catalyst accumulation as a function of time (catalyst flow rate = 0.19 kg s−1,

ment in results with reducing the grid size from 0.8359 cm3 to
0.6010 cm3, a grid size of 0.8359 cm3 was used for the remaining of
the simulations in this study.

Fig. 4 shows the snapshots of catalyst volume fraction contour
and catalyst velocity vectors on axis plane, path lines of gas phase
entering from primary and secondary gas inlets for the base case
simulation. It was observed that the catalyst falls though the inlet
with an increasing velocity and decreasing volume fraction under
the effect of gravity and the convective effect of the secondary gas
(Fig. 4a and b). The secondary gas velocity reduces considerably
after passing through the baffle region due to the sudden increase
in the cross sectional area (Fig. 4c). It appeared that the recom-
mended secondary gas velocity was not adequate to fully fluidize
the catalyst, therefore, resulting in a very poor mixing. Similarly,
Fig. 3. Effect of grid size (catalyst flow rate = 0.19 kg s−1, primary gas = 5 m s−1, sec-
ondary gas velocity = 7 m s−1).
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ig. 4. Snap shots of (a) catalyst volume fraction contour; (b) catalyst velocity vector
ow rate = 0.19 kg s−1, primary gas = 5 m s−1, secondary gas velocity = 7 m s−1).

.1. Effect of drag models

Most gas–solid drag models are based on the empirical
o-relations derived from physical or numerical experiments.
lthough, the drag models for the multiphase systems have been
tudied extensively, there are no clear guidelines for the selection
f an appropriate drag model applicable specific to a particular sys-
em. This selection is primarily based on the granular flow regime
nd particles Reynolds numbers in the flow domain. However, the
as–solid flow in the lift engager can be characterized by the exis-
ence of multiple granular flow regimes in the different parts of the
ystem with the bulk of the lift engager being in dense and the lift
ine exhibiting dilute gas–solid flow regime. Therefore, in this study,
wo drag models namely, Gidaspow [11] and Syamlal and O’Brien
10], which are applicable for a wide range of particle Reynolds
umbers and flow conditions were selected for comparative anal-
sis. To study the effect of drag models on the flow predictions
or both the dense and the dilute flows, the simulation results at
hree locations with two being in the lift line and one at the top
f the catalyst bed were compared. The comparison of the time-
veraged radial profiles of the catalyst velocity and volume fraction

t the selected locations is shown in Fig. 5. The comparison revealed
onsiderable differences in the values of the catalyst velocity and
olume fraction calculated by the two drag models.

The Syamlal and O’Brien drag model [10] always predicted
igher catalyst velocities than the Gidaspow drag model [11]

able 2
election of drag model for lift engager.

Author Application Model

1 Sakai and Koshizuka [22] Pneumatic conveying DEM
2 Levy [23] Pneumatic conveying Eulerian–Eule
3 Duarte et al. [24] Spouted bed Eulerian–Eule
4 Kawaguchi et al. [25] Spouted bed DEM
5 Gryczka et al. [26] Spouted bed Eulerian–Eule
6 Du et al. [27] Spouted bed Eulerian–Eule
(c) path lines of the lift gas entering from primary and secondary gas inlets (catalyst

(Fig. 5a, c and e). The Gidaspow drag model calculated high
volume fractions than the Syamlal and O’Brien drag model for
the dilute flow in the lift line (Fig. 5b and d). But in the
dense catalyst bed, both drag models predicted same catalyst
volume fraction (Fig. 5f). It was also observed that both the cat-
alyst velocity and volume fraction profiles in the lift line are
parabolic with the lower values near the wall. The increasing
catalyst velocity along the height of the lift line suggests that
the flow is dominated by the drag force over the gravitational
force in the lift line. However, in the catalyst bed region, there
is no observable movement of the catalyst indicating the dom-
inance of the frictional force over the interphase exchange drag
force.

From the above observations, it can be concluded that the selec-
tion of the drag model can have significant effect on the simulation
results. Hence, experimental observations should be considered to
justify the selection of a drag model. However in absence of the
relevant experimental data, the previously published literatures
on gas–solid flow modelling of similar applications such as the
spouted bed and the pneumatic conveying with comparable solid
phase properties can provide useful ground for the selection of the

drag model. Table 2 lists the selection criteria for drag models from
the applications similar to the lift engager. Based on this criterion,
the Gidaspow model, which had been applied in most of the pre-
vious studies with coarse particle, was selected for all successive
simulations.

Particle diameter (mm) Density (kg m−3) Drag model

1 1000 Ergun
rian 3 880 Gidaspow
rian 6 1173 Gidaspow

3 2500 Gidaspow
rian 1.75 1040 Gidaspow
rian 1.41 2500 Gidaspow
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ig. 5. Time-averaged radial profiles of (a) catalyst velocity at top of the lift line; (b
ine; (d) catalyst volume fraction at middle of the lift line; (e) catalyst velocity at to
ate = 0.19 kg s−1, primary gas = 5 m s−1, secondary gas = 7 m s−1).

.2. Effect of frictional pressure

The stress tensor appearing in the momentum balance equa-
ion for the granular phase includes the viscosity terms for
inetic/collision and frictional flow regime. The frictional viscos-
ty becomes dominant when the solid phase volume fraction nears
he maximum packing limit. The effect of frictional viscosity is sig-
ificant in applications such as fluidized bed and the spouted bed.
hereas the frictional viscosity can be neglected for the dilute

ows appeared in the riser application. As shown in Fig. 6e, the
atalyst bed at the bottom of the lift engager has volume fraction

lose to the maximum packing limit. Therefore, unlike the dilute
ows in the riser, the frictional viscosity in the lift engager cannot
e ignored. In this study, the frictional viscosity was accounted for
sing the Schaeffer model [20]. The Schaffer model also includes a
rictional pressure term which can been modelled using (i) John-
lyst volume fraction at top of the lift line; (c) catalyst velocity at middle of the lift
e catalyst bed; (f) catalyst volume fraction at top of the catalyst bed (catalyst flow

son and Jackson [21], (ii) Syamlal [28] and (iii) the KTGF based
models. According to van Wachem et al. [16], the frictional stress
calculated by Johnson and Jackson and Syamlal model can differ by
orders of magnitude. In the KTGF based approach, the solid pressure
calculated using the granular kinetic theory (Fluent user guide).

A comparison between simulation results for the lift engager
using Johnson and Jackson and the KTGF based model is shown
in Fig. 6. For the KTGF model, the catalyst volume fraction near
the entrance of the lift line was observed to be almost zero and it
increased along the height of the lift line (Fig. 6a). Whereas, the
Johnson and Jackson model predicted higher catalyst volume frac-

tion near the entrance that reduced along the axial height of the
lift line (Fig. 6b). The time-averaged catalyst velocity and volume
fraction profiles along the lift line were also compared and shown
in Fig. 6c and d. It can be seen that for the KTGF model, both cat-
alyst velocity and volume fraction increased along the height of



M.T. Shah et al. / Chemical Engineering Journal 159 (2010) 138–148 145

F me fra
c n app
g ith KT
w

t
t
c
o
u
r
t
A

b
o
f

ig. 6. Effect of the frictional pressure model: (a and b) contour of catalyst volu
atalyst velocity and volume fraction profiles for KTGF based and Johnson and Jackso
as = 7 m s−1); (e) catalyst velocity and volume fraction profiles for riser simulation w
ith Johnson and Jackson model.

he lift line for a constant mass flow rate at the inlet. This predic-
ion is illogical since it violates the fundamental principle of mass
onservation. However, the profiles for Johnson and Jackson model
vercame this drawback where the velocity increased and the vol-
me fraction decreased along the axial height of the lift line. These
esults are consistent with the previously published data for ver-
ical pneumatic conveying systems (Theologos and Markatos [29],

rastoopour and Gidaspow [30] and Littman et al. [31]).

It is worth noting that the above drawback in the KTGF
ased frictional pressure model has not been reported previ-
usly because most of the previously reported simulations are
or a relatively simple geometry of risers. In order to evaluate
ction for KTGF based and Johnson and Jackson approach respectively; (c and d)
roach respectively (catalyst flow rate = 0.19 kg s−1, primary gas = 5 m s−1, secondary
GF based model; (f) catalyst velocity and volume fraction profiles for riser simulation

the possible reasons for the discrepancy in Fig. 6c, simulations
were conducted inside a simple riser (having the same diame-
ter as the lift line in Fig. 2) with the same particle properties.
As shown in Fig. 6e and f, both KTGF based model and Johnson
and Jackson model gave very similar results for the flow inside
the riser. Hence, it can be concluded that the KTGF based fric-
tional pressure model can be useful for the flow inside simple

geometries, but for the complex granular flow systems such as
that in the lift engager which involves a transition from the dense
fluidization to dilute vertical pneumatic transport, the Johnson
and Jackson model for the frictional pressure is more appropri-
ate.
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Fig. 7. Simulated combinations of primary and secondary gas velocities.

.3. Effect of lift gas velocity

The primary and secondary lift gas velocities are very critical
arameters which not only affect the catalyst lift rate but also
ssociated disturbances therein. To study the effect of the lift gas
ow rate on the catalyst transportation in the lift line, the sim-

lations with various flow rates of primary and secondary gases
ere conducted. The simulated lift gas velocities, flow rate and the

esulting superficial gas velocity in the lift line are shown in Fig. 7.
he mass flow rate at the outlet, the time-averaged catalyst veloc-

ig. 9. Time-averaged profiles along the height of the lift line: (a) catalyst velocity; (b) catal
etween current simulation results with previously published simulation results (Theolog
iameter = 13.5 mm, riser height = 1.368 m, superficial velocity of air = 12.3 m s−1).
Fig. 8. Total mass flow rate at outlet as a function of time (catalyst flow
rate = 0.19 kg s−1).

ity, volume fraction and slip velocity in lift line were calculated and
compared.

Fig. 8 shows the total mass flow rate at outlet as a function
of time for a fixed secondary gas velocity (7 m s−1) and 3 differ-
ent primary gas velocities. It is clear that for approximately 15 s,
depending upon the primary gas velocity, there were significant
fluctuations in the outlet mass flow rate surging as high as 3 kg s−1.

After this period, the catalyst bed height and the catalyst accumu-
lation reached a dynamic steady-state where the mass flow rate
fluctuated around an averaged value equal to the inlet mass flow
rate. Although similar trends were observed for all three primary

yst volume fraction; (c) slip velocity (catalyst flow rate = 0.19 kg s−1); (d) comparison
os and Markatos; particle diameter = 0.503 mm, particle density = 2643 kg m−3, riser
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as velocities, there were considerable differences in the ampli-
ude of fluctuations. For the primary gas velocity of 3 m s−1, there
xisted both small and large-scale fluctuations before achieving
he dynamic steady-state. For this primary gas velocity (3 m s−1),
s shown in the inset in Fig. 8, even after achieving the dynamic
teady-state, the small-scale fluctuations in the outlet mass flow
ate persisted. However, for the higher value of primary gas veloc-
ty (e.g., 7 m s−1), except for a couple of high amplitude oscillations
n the first 2 s, the predicted outlet mass flow rate was relatively free
f small-scale fluctuations. For the primary gas velocity of 5 m s−1,
he fluctuations in the outlet mass flow rate could be character-
zed to be an average of those for 3 m s−1 and 7 m s−1. Therefore, if
mooth lifting is required, a higher flow rate of the primary lift
as is recommended. However, excessively high velocities may
nhance the possibility of associated erosions, it is apparent that
primary gas velocity of 5 m s−1 will be optimal for the current

ystem.
Fig. 9 shows a comparison between the time-averaged catalyst

elocity, catalyst volume fraction and slip velocity profiles along
he height of the lift line for 4 different cases as described in Fig. 7.
epending on the lift gas velocities, the catalyst velocity increased

harply for the initial 20–40% of the lift line. After this initial accel-
ration phase, the catalyst velocity became constant as it travelled
pwards (Fig. 9a). As expected, an increase in the primary gas veloc-

ty increased the catalyst velocity in the lift line (compare case 3
nd case 4). A similar trend was observed for the increase in the
econdary gas velocity (compare case 1 and case 2). Contrary to
he catalyst velocity profiles, the catalyst volume fraction profile
educed initially and then became constant for the rest of the height
f the lift line (Fig. 9b). As shown in Fig. 9c, the slip velocity profiles
ere found to be constant for the most part of the lift line except
ear the entrance. For all simulated cases, the predicted slip veloc-

ties were greater than the terminal velocity of the catalyst particle
∼6.87 m s−1).

The simulations results were compared with the previously
ublished results for applications such as the spouted bed and the
ertical pneumatic transportation. There is no reported study for
he hydrodynamics of a lift engager, which not only has a dilute
hase flow in the riser but also a dense phase flow below the lift line.
ith some caution, current simulations may be compared with

reviously reported studies on risers for which abundant data is
vailable. In this study, we have compared the lift engager simula-
ions with previously published studies on risers using Geldart D
articles. Fig. 9d compares the calculated solid velocity and previ-
usly published simulation results of Theologos and Markatos [29]
nd it can be seen that our results are in good agreement with their
redicted solid velocity profile.

. Conclusions

The hydrodynamics of a lift engager, which is used in catalytic
eformers, was investigated using a granular Eulerian–Eulerian
odel. The effects of modelling parameters such as the drag model

nd the frictional pressure were studied, both of which strongly
nfluenced the simulations. Two approaches for the frictional pres-
ure, namely the KTGF based and the Johnson and Jackson [21] were
imulated to study the effect of the frictional pressure on the simu-
ation results. For the KTGF based approach, which has been found
o give satisfactory results for fully developed risers, the catalyst
elocity and volume fraction profile along the height of the lift line

ere not consistent and violated the basic principle of mass bal-

nce. This could be attributed to the existence of both dense and
ilute phase inside the lift engager. However, using Johnson and

ackson [21] frictional pressure approach this inconsistency in the
imulations was removed.

[

[
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A parametric study was also conducted by simulating four dif-
ferent cases having different combinations of the primary and
secondary gas velocities. At the dynamic steady-state, the cata-
lyst outlet mass flow rate was found to be fluctuating with the
average value being around the inlet mass flow rate, with fluctua-
tions dampening rapidly upon increasing the primary lift velocity.
The time-averaged profiles of gas velocity showed that the catalyst
accelerated along the height of the lift line with correspondingly
decreasing volume fractions. The simulation results qualitatively
compared well with the previously published simulation results
for risers with a reasonable agreement.
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